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INTRODUCTION 

Although sign languages have emerged naturally in deaf communities alongside or 

among spoken languages, they are unrelated to spoken languages and have different 

grammatical structures at their core. Sign languages are fully-fledged natural languages with 

their own syntax, morphology, and lexicons. One might expect digital technologies to play a 

huge role in human daily routines, and the whole world may soon interact via machines, 

using gestures or speech recognition within a few decades. If we are in a position to predict 

such a future, we ought to think about the physically challenged and do something for them. 

Sign language is the natural language of the deaf and aphonic people, serving as the primary 

method of communication for the deaf community. There are numerous different sign 

languages in the world, each with unique characteristics and regional variations. Some of the 

most well-known sign languages include American Sign Language (ASL), Indian Sign 

Language (ISL), German Sign Language (GSL), Chinese Sign Language (CSL), Australian 

Sign Language (Auslan), Arabic Sign Language (ArSL), and many more. Each of these 

languages has evolved to meet the communication needs of its users within different cultural 

and linguistic contexts. 

In this project, the focus lies on American Sign Language (ASL), a comprehensive language 

utilizing hand movements. ASL, distinct from English, possesses its own grammatical 

structure. The project's objective is to develop a system leveraging machine learning to 

accurately interpret ASL gestures. By utilizing techniques such as Convolutional Neural 

Networks (CNNs) and computer vision, the system aims to enhance communication for the 

deaf and hard of hearing. Through real-time gesture capture via webcam and CNN-based 

prediction, the system can bridge communication barriers. Future applications may include 

real-time translation and enhanced accessibility features. 

 

 

 

 

 

 

 

Fig: ASL Hand Signs 
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OBJECTIVES 

The main objectives of this project are to contribute to the field of automatic sign language 

recognition and translation to text or speech. In our project, we focus on static sign language 

hand gestures.  This  work  focused  on  recognizing  the  hand  gestures  which  includes  26 

English alphabets (A-Z)  using Deep Neural Networks (DNN). We created a  convolution  

neural  networks  classifier  that  can  classify  the  hand  gestures  into  English alphabets. 

We have trained  the neural network under different  configurations  and architectures  like  

Google Colab,  CNN  and  our  own  architecture. We used the horizontal voting ensemble 

technique to  achieve  the maximum  accuracy of  the model.  We have also created a web 

application using Streamlit Frameworks to test our results from a live camera. 

 

SYSTEM FEASIBILITY 

Economic Feasibility: The economic feasibility involves conducting a cost analysis to 

determine the budget needed for hardware, such as webcams and computers, and software, 

including any necessary licensing for libraries like TensorFlow and OpenCV. Additionally, a 

benefit analysis is essential to evaluate the potential advantages of the system, such as 

improved communication for hearing-impaired individuals and potential cost savings 

compared to traditional communication methods. 

Technical Feasibility: Technical feasibility focuses on the availability and compatibility of 

the required technology. This includes ensuring that tools like TensorFlow, OpenCV, and 

Streamlit are accessible and can be integrated with existing systems. It is also important to 

assess the technical skills of the development team to determine if additional training or 

hiring is needed to implement and maintain the system effectively. 

Operational Feasibility: Operational feasibility examines the acceptance and integration of 

the system into daily operations. It is important to gauge the willingness of potential users, 

such as hearing-impaired individuals, to adopt the new system. Additionally, the system 

should be designed to integrate smoothly with existing workflows and operations without 

causing significant disruptions 

 

 

 

 

 

 



HAND SIGN LANGUAGE DETECTION 
 

Page | 4  
 

TECHNOLOGY AND TOOLS 

 

 

 

 Processor: 

 Minimum: Quad-core CPU or higher 

 Memory (RAM): 

 Minimum: 8 GB 

 Recommended: 16 GB or higher 

 Graphics Processing Unit (GPU): 

 Optional for smaller models and datasets 

 Recommended for training large models or working with large datasets: 

o NVIDIA GPU with CUDA support (e.g., GTX 1060 or higher) 

  Storage: 

 Minimum: 20 GB free disk space 

 Recommended: SSD with 100 GB or more free disk space for faster data processing 

 Camera: 

 A high-resolution webcam or an external camera for capturing hand gestures. 

 

 

 

 

 

 

 

 

 

HARDWARE REQUIREMENT 
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 Operating System: 

 Windows 10 or later 

 macOS 10.14 or later 

 Linux (Ubuntu 18.04 or later recommended) 

 Programming Language: 

 Python 3.6 or later 

 Libraries and Frameworks: 

 TensorFlow 

 Keras 

 OpenCV 

 Media Pipe 

 NumPy 

 Matplotlib (for visualizations) 

 Streamlit 

 Development Environment: 

 PyCharm  IDE 

 Google Colab 

 

 

 

 

 

 

 

 

 

 

SOFTWARE REQUIREMENT 
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Libraries and Frameworks that I used: 

TensorFlow 

TensorFlow is the foundational framework used for developing the machine learning model 

in this project. It provides comprehensive support for constructing and training deep learning 

models, especially Convolutional Neural Networks (CNNs). TensorFlow offers a vast library 

of tools and pre-built functions that simplify the creation of complex neural network 

architectures. It supports efficient training and deployment of models on various hardware 

platforms, ensuring scalability and performance. TensorFlow's ability to handle large-scale 

machine learning tasks makes it an essential framework for developing robust and accurate 

models. 

Keras 

Keras is a high-level neural networks API, written in Python and capable of running on top 

of TensorFlow. It provides a user-friendly interface for constructing and compiling neural 

networks. Keras simplifies the process of assembling various layers, such as convolutional, 

pooling, and dropout layers, enabling rapid prototyping and experimentation. Its intuitive API 

allows for quick and easy model development, reducing the complexity of coding deep 

learning models. Keras is ideal for both beginners and experts due to its simplicity and 

flexibility. 

OpenCV 

OpenCV (Open Source Computer Vision Library) is employed for a wide range of image 

processing tasks. In this project, it is used to capture and preprocess hand sign images, 

ensuring they are in the correct format and size for input into the neural network. OpenCV 

provides efficient functions for various image manipulation tasks, such as resizing images, 

applying filters, and converting color spaces. These preprocessing steps are crucial for 

preparing the dataset and ensuring that the images fed into the neural network are 

standardized and optimized for learning. 

MediaPipe 

MediaPipe is a versatile framework developed by Google for building multimodal machine 

learning pipelines. In this project, MediaPipe is utilized for real-time hand gesture detection 

and tracking. Its hand-tracking module provides accurate and efficient detection of hand 

landmarks, which are then used to generate input images for the CNN. By integrating 

MediaPipe, the system can capture dynamic hand gestures in real-time, enhancing the overall 

robustness and accuracy of the hand sign detection system. MediaPipe simplifies the 

implementation of real-time hand gesture recognition by providing pre-trained models and 

easy-to-use APIs. 
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NumPy 

NumPy is a fundamental library for numerical computing in Python, extensively used for 

handling and manipulating arrays and matrices of image data. NumPy’s powerful array 

operations enable efficient computation and transformation of image data, facilitating the 

preprocessing and preparation of data for the neural network. Its capabilities in managing 

large datasets and performing complex mathematical operations make it an indispensable tool 

in the data processing pipeline of this project. 

Matplotlib 

Matplotlib is a comprehensive library for creating static, animated, and interactive 

visualizations in Python. In this project, it is used for visualizing the training process and the 

performance of the model. Matplotlib helps in plotting graphs and charts that illustrate the 

accuracy and loss metrics over the training epochs. These visualizations provide valuable 

insights into the model’s learning curve, highlighting potential issues such as overfitting or 

underfitting, and guiding further optimization of the model. Effective data visualization is 

crucial for understanding the behavior of the model and making informed decisions during 

the training process. 

Streamlit 

Streamlit is an open-source framework for creating interactive web applications. In this 

project, Streamlit is used to develop a user-friendly interface for demonstrating the hand sign 

language detection model. It allows users to upload images or use their webcam to perform 

real-time hand sign recognition. Streamlit’s straightforward API makes it easy to deploy the 

model and create an engaging application for end-users to interact with the hand sign 

detection system. By providing a seamless way to share and demonstrate machine learning 

models, Streamlit enhances the accessibility and usability of the project. 
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METHODOLOGY 

Any machine learning based application can be summed up to have at least three phases - 

data collection and preprocessing phase, training phase and visualization. Our program also 

follows these steps in order. At first, the data is collected and a base dataset is prepared. This 

dataset is then divided into training data and testing data which in our case is a multi-label 

classification data as we have to predict 26 gestures. To generate our dataset, we’ve collected 

hand key points from images for each gesture using the laptop’s web camera. Features are 

then selected and extracted from the training data. The next step is to decide which machine 

learning models to use. Since ours is a multi-class classification problem, the models used 

different types of architecture. After that, these models are then trained on the training set. 

Then they are made to make predictions on the test set based on which 6 their performance is 

evaluated and changes are made to the parameters so as to squeeze out the best results from 

these models. 

 

 

Data Collection

Preprocessing

Features Extraction

Classification

Geasture Recognition

Predicting the gesture
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SYSTEM DEVELOPMENT 

Dataset collection 

The first step in any machine learning problem is to gather the data. The data can either be 

taken from some open source datasets from websites such as Kaggle or you can prepare your 

own dataset. In our case, we created our own dataset from scratch. For the data gathering 

process, we took x- and y-coordinates of 21 hand keypoints using the MediaPipe and 

OpenCV libraries. For each gesture, the following x and y keypoints were collected: 

 Wrist 

 Thumb 

 Index finger 

 Middle finger 

 Ring finger 

 Pinky finger 

 

 

For our project, we worked with a dataset comprising a total of 3000 images, each with a 

pixel size of 300x300.   
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Data Pre-processing 

An image is nothing more than a 2-dimensional array of numbers or pixels which are ranging 

from  0  to  255.Typically,  0  means  black,  and  255  means  white.  Image is defined by 

mathematical function f(x, y) where ‘x’ represents horizontal and ‘y’ represents vertical in a 

coordinate plane. The value of f(x, y) at any point is giving the pixel value at that point of an 

image.  

Image  Pre-processing  is  the  use  of  algorithms  to  perform  operations  on  images.  

It  is important  to  Pre-process  the  images  before  sending  the  images  for  model  

training. So in here we used “ImageDataGenerator” from TensorFlow to rescale the pixel 

value to the range [0,1] and split dataset into two categories training and validation and all the 

image size is reduced to 150x150 pixels from 300x300 pixels. If not, the model cannot be 

trained. 

 

 

 

 

 

 

 

 

 

 

After resized the image to 150x150 pixels. 
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Designing the Convolution Neural Network (CNN) architecture 

Computer Vision is a field of Artificial Intelligence that focuses on problems related to 

images and videos. CNN combined with Computer vision is capable of performing complex 

problems. 

 

Fig: Working of CNN  

 

The Convolution Neural Networks has two main phases namely feature extraction and 

Classification. A series of convolution and pooling operations are performed to extract the 

features of the image. The size of the output matrix decreases as we keep on applying the 

filters. 

Size of new matrix = (Size of old matrix — filter size) +1 

A fully connected layer in the convolution neural networks will serve as a classifier. 

In the last layer, the probability of the class will be predicted. 

The main steps involved in convolution neural networks are: 

1) Convolution 

2) Pooling 

3) Flatten 

4) Fully Connected 
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Input Layer: 

The model begins with an initial convolutional layer that uses 32 filters of size 3x3. This 

layer processes the input images, which have dimensions of (img_size, img_size, 3), where 

‘img_size’ represents the width and height of the images and 3 denotes the RGB color 

channels. The activation function used is ReLU (Rectified Linear Unit), which helps in 

introducing non-linearity into the model. This layer is crucial for detecting basic features such 

as edges and textures in the images. 

 

 

 

First Convolution and Pooling Block: 

Following the input layer, the model includes a max-pooling layer with a pool size of 2x2. 

Max-pooling is a down-sampling operation that reduces the spatial dimensions of the feature 

maps, thereby reducing the computational load and helping the model to focus on the most 

significant features. This block allows the model to gain translational invariance, making it 

more robust to shifts in the input images. 
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Second Convolution and Dropout Block: 

The second convolutional layer has 64 filters of size 3x3, again with ReLU activation. This 

layer builds on the features detected by the first layer, allowing the model to learn more 

complex patterns. To prevent overfitting, a dropout layer with a dropout rate of 0.4 is added. 

Dropout is a regularization technique that randomly sets 40% of the input units to zero during 

training, which helps the model to generalize better by not relying too heavily on any single 

neuron. This block is followed by another max-pooling layer with a pool size of 2x2, further 

reducing the spatial dimensions. 

 

 

Third Convolution and Pooling Block: 

The third convolutional layer uses 128 filters of size 3x3, with ReLU activation. This layer 

captures even more detailed and abstract features from the images. Following this, another 

max-pooling layer with a pool size of 2x2 is applied. This series of convolutional and pooling 

layers helps in progressively reducing the spatial dimensions while increasing the depth of 

the feature maps, thereby consolidating the feature extraction process. 
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Flattening and Fully Connected Layers: 

After the convolutional and pooling layers, the feature maps are flattened into a one- The 

obtained resultant matrix will be in muti-dimension. Flattening is converting the data into a 1-

dimensional array for inputting the layer to the next layer. We flatten the convolution layers 

to create a single feature vector.  

 

After flatten layer, this transformation prepares the data for the Dense (fully connected) 

layers, which operate on one-dimensional vectors. The first dense layer has 128 neurons with 

ReLU activation, allowing the model to learn high-level representations of the data. This 

layer is essential for combining the features detected by the convolutional layers into 

meaningful patterns that can be used for classification. 
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Model Compilation and Summary: 

The model is compiled using the Adam optimizer, which is well-suited for handling sparse 

gradients and maintaining efficient training. The loss function used is categorical cross-

entropy, ideal for multi-class classification problems. During training, the model's 

performance is monitored using accuracy metrics, ensuring that it learns to correctly identify 

hand signs from the training data. 

 

 

 

 

 

Model Accuracy: 

 

 

 

 

 

 

Model Performance and Evaluation 

The Convolutional Neural Network (CNN) model developed for hand sign language 

detection demonstrated excellent performance during the evaluation phase. After training, the 

model achieved a test accuracy of approximately 95.29%, as indicated by the final evaluation 

metrics. 

Training Results: 

 Loss: The model's final loss value was 0.3069, which indicates how well the model is 

performing in terms of minimizing the error between predicted and actual outputs. 

 Accuracy: The training accuracy reached 95.29%, demonstrating the model's high 

capability in correctly classifying hand sign images.  

Testing Results: 

 Test Accuracy: The model achieved an accuracy of 95.29% on the test set, 

confirming that it generalizes well to new and unseen data. 

model.compile (optimizer='adam', 

              loss='categorical_crossentropy', 

              metrics=['accuracy']) 
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Real-Time Prediction 

After achieving a high accuracy with the trained CNN model, we moved on to 

deploying the model for real-time hand sign language detection. By integrating the trained 

model with OpenCV, we provided vision capabilities to the computer. This involved creating 

an OpenCV window that captures live video feed from a camera, processes each frame, and 

uses the model to predict hand gestures in real-time. 

The OpenCV window displays the video feed and overlays the predicted hand sign on 

the screen, allowing users to see the results instantly. This integration not only demonstrates 

the practical application of our model but also provides an interactive way to test and validate 

the model's performance in real-world scenarios. By leveraging the powerful combination of 

TensorFlow for model training and OpenCV for image processing and visualization, we 

successfully created a comprehensive system for hand sign language recognition. 
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WEB APPLICATION DEPLOYMENT WITH 

STREAMLIT 

Following the successful integration of real-time hand sign detection using OpenCV, we 

aimed to make the system more accessible by deploying it as a web application. To achieve 

this, we utilized Streamlit, a powerful and user-friendly framework for building interactive 

web applications in Python. 

Using Streamlit, we created an intuitive web interface that allows users to interact with the 

hand sign recognition model through their web browser. The application captures images 

from the user's webcam, processes them using the trained CNN model, and displays the 

predicted hand sign on the web page. This setup not only makes the hand sign recognition 

system widely accessible but also simplifies the user experience by providing a seamless 

interface for interacting with the model. 

Streamlit's straightforward setup and ease of deployment enabled us to quickly transform our 

model into a functional web application. This step significantly enhances the usability of our 

project, allowing users to benefit from real-time hand sign detection directly from their web 

browsers without the need for complex installations or configurations. 
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RESULTS 

Screenshot 1: 

 

 

 

 

 

 

 

 

 

 

Screenshot 2: 
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SOURCE CODE  

 Data Collection 
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 Model Training  
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 Prediction  

 

 

 



HAND SIGN LANGUAGE DETECTION 
 

Page | 22  
 

 User Interface Code (Streamlit) 
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CONTINUOUS IMPROVEMENT 

Continuous improvement is a critical aspect of this project. After deploying the initial version 

of the hand sign recognition system, we collected user feedback and analyzed the model's 

performance in real-world scenarios. This feedback loop allowed us to identify areas for 

enhancement, such as improving the accuracy of specific hand signs, reducing latency, and 

enhancing the user interface. 

We implemented incremental updates to the model by refining the training dataset, 

optimizing the CNN architecture, and incorporating more robust preprocessing techniques. 

Regular testing and validation ensured that each update contributed to the overall 

improvement of the system, maintaining its reliability and effectiveness. 

 

CHALLENGES AND SOLUTIONS 

Throughout the development of this hand sign recognition system, we encountered several 

challenges: 

1. Data Imbalance: Some hand signs had fewer samples in the training dataset, leading 

to biased predictions. We addressed this by augmenting the dataset and ensuring a 

balanced representation of all classes. 

2. Real-Time Performance: Achieving low latency in real-time predictions was crucial. 

We optimized the model and utilized efficient image processing techniques in 

OpenCV to ensure quick and accurate predictions. 

3. User Interface: Designing an intuitive and user-friendly interface was essential for 

broad adoption. Using Streamlit, we created a simple yet effective web application 

that allowed seamless interaction with the model. 

4. Model Generalization: Ensuring the model's accuracy across different lighting 

conditions and backgrounds was a challenge. We enhanced the model's robustness by 

incorporating diverse training data and implementing real-time image normalization 

techniques. 
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CONCLUSION 

In conclusion, the development and deployment of the hand sign language detection system 

demonstrate the successful application of Convolutional Neural Networks and modern web 

technologies. The project highlights the potential for AI to create accessible and impactful 

solutions for real-world problems, particularly in assisting individuals with hearing 

impairments. 

Through continuous improvement, user feedback, and addressing challenges, we have created 

a robust and user-friendly system that accurately recognizes hand signs in real-time. This 

project serves as a foundation for further advancements in gesture recognition and AI-driven 

communication tools. 
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